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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1]	3GPP TS 28.105: "Management and orchestration; Artificial Intelligence/Machine Learning (AI/ML) management". 
[2]	SP-231722, “Study on AIML management - phase 2”
3	Rationale
SA2 has defined 5GS support for AI/ML-based services in Rel-18, where federated learning among multiple NWDAFs is introduced to address critical issues such as data privacy, data security, and data access rights. Therefore, SA5 needs to study the management capability for federated learning.
This contribution is related to WT-2.2 of the FS_AIML_MGT_Ph2 SID [2], which is to investigate new requirements for 5GS support for AI/ML-based services. 
4	Detailed proposal
Start of First change
[bookmark: _Toc89691178][bookmark: _Toc81513697]5	Use cases
[bookmark: _Toc145334550][bookmark: _Toc145420993][bookmark: _Toc145421759]5.1	Management Capabilities for ML training phase
5.1.x			Management of Federated Learning
5.1.x.1	Description
Federated learning among multiple MLTraningFunctions is a machine learning approach that trains an MLEntity across multiple decentralized entities holding local data set, without exchanging/sharing local data set. This technique enables multiple participants to contribute to the creation or improvement of a shared model while keeping their data, thus allowing to address critical issues such as data privacy, data security, data access rights. 
In federated learning, the terms "server" and "client" represent the two primary roles that are crucial for the collaborative training of a shared model. For a FL process supported by multiple MLTrainingFunctions, there should be one FL Server and multiple FL Clients. The FL Server plays a pivotal role in orchestrating the federated learning process. The main functionality for FL Server includes:
· Client Discovery and Selection: The Server discovers and selects FL Client in an FL procedure
· FL Initialization: The server initiates the federated learning process and distributing an initial global model to the clients for local training.
· Model Aggregation and Distribution: After receiving intermediate results (e.g., gradients, loss) from the clients, the server aggregates these results to update the global model and then distributes the updated global model back to the clients for further training in subsequent rounds.
· Coordination: The server coordinates the training process, deciding when to start or end the learning process.
The FL Clients, are the entities that hold the local data on which the model is trained. The main functionality for FL Clients includes:
· Local Training: Each client trains the global model locally on its own data. 
· Model Update: Clients receive the feedback from the server and use it for further local training. After training the model locally, the client sends the intermediate results to the server. The actual data remains on the client.
Furthermore, Federated learning can be categorized into two main types: horizontal federated learning (HFL) and vertical federated learning (VFL), based on the nature of the data distribution and the way the model training is orchestrated among participants. These categories reflect different data scenarios and use cases.
· Horizontal Federated Learning, is used when the datasets across different participants share the same feature space but differ in samples. In simpler terms, it's suitable for situations where different entities collect data on the same set of features for different sets of individuals. 
· Vertical Federated Learning is used when the datasets across different participants have the same sample space but differ in feature space. This is common in scenarios where different entities collect different types of information about the same individuals.
5.1.x.2			Use Cases
5.1.x.2.1  FL Server Determination and FL Client Selection
SA2 has defined 5GS support for AI/ML-based services in Rel-18, where federated learning among multiple NWDAFs is introduced. NWDAF containing MTLF as FL Server NWDAF or FL Client NWDAF needs to register to NRF with its NF profile including FL capability type information (i.e., FL Sever or FL Client). Therefore, the existing MLTrainingFunction IOC needs to be enhanced to support FL capability.
In TS 28.105 R18, candidateTrainingDataSource is defined to represent the address(es) of the candidate training data source provided by MnS consumer. But for FL procedure, since data set for training is local and cannot be exchanged, the MnS Consumer cannot provide the data for training directly. However, the MnS Consumer may have FL requirements on the data used for FL training. Besides, in R18 SA2 has finished the normative work of HFL and will continue to investigate VFL in R19. HFL and VFL have different data distribution which should be captured in the FL requirements when HFL and VFL are differentiated and supported. The FL requirements may include indication of FL type (e.g., HFL,VFL), features used for training (e.g., PM, KPI) and sample ID (e.g., UE ID, NSSAI) used for training
When receiving an ML Training request, the ML Training MnS Producer should evaluate whether FL procedure need to be triggered according to the FL requirements in the ML Training request. Before initiating the FL training procedure, the ML Training MnS Producer should determine the FL Server first based on the received ML Training request, and then the FL Server will select appropriate FL Clients based on the capability information of each MLTrainingFunction (e.g., FL capability type, supported features, supported samples). Furthermore, when MLTrainingFunctions cannot join the FL procedure, the feedback including reason of rejecting may be provided by the ML Clients.
5.1.x.3	Potential requirements
REQ-FL_MGT-01: The ML Training MnS should allow the ML Training MnS Consumer have a capability expressing its FL requirements in the ML Training request.
REQ-FL_MGT-02: The ML Training MnS should allow the ML Training MnS Producer have a capability evaluating whether to initiate the FL procedure according to the FL requirements from the ML Training MnS Consumer.
REQ-FL_MGT-03: The ML Training MnS should allow the ML Training MnS Producer have a capability obtaining the FL capability information of MLTrainingFunctions. 
REQ-FL_MGT-04: The ML Training MnS should allow the ML Training MnS Producer have a capability determining an MLTrainingFunction as FL Server based on the FL requirements of ML Training MnS Consumer and FL capability of MLTrainingFunctions.
REQ-FL_MGT-05: The ML Training MnS should allow the ML Training MnS Producer request the determined FL Server to select FL Clients based on the FL requirements of ML Training MnS Consumer and FL capability of MLTrainingFunctions.
5.1.x.4 Possible solutions
This solution proposes to enhance the existing MLTrainingFunction IOC to support the FL procedure. Following are the proposed enhancements:
Enhancement on MLTrainingFunction IOC: Introduce FLCapability <<dataType>> as an attribute of MLTrainingFunction IOC to represent the FL capability of each MLTF, which includes the following attributes:
1. [bookmark: _GoBack]FLCapabilityType: it indicates whether the MLTF support FL. Allowed values for this attribute can be 
· FLServer, indicating the MLTF can be an FL Server.
· FLClient, indicating the MLTF can be an FL Client.
2. supportedFeatures, it represents the features supported by the local data set of the MLTF, e.g., PM, KPI.
3. supportedSampleID, it represents the sample ID supported by the local data set of the MLTF, e.g., NSSAI.
Enhancement on MLTrainingRequest IOC: Introduce FLRequirements <<dataType>> as an attribute of the MLTrainingRequest IOC to represent FL requirements from ML Training MnS Consumer:
1. FLType, it indicates the type of FL. Allowed values for this attribute can be
· HFL, indicating the FL type is horizontal federated learning.
· VFL, indicating the FL type is vertical federated learning.
2. featuresforFL, it represents the features specified by the ML Training MnS Consumer.
3. sampleIDforFL, it represents the sample ID specified by the ML Training MnS Consumer.
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